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Abstract

The psychomotor vigilance test (PVT) is frequently used to measure the negative effects of sleep deprivation on vigilant attention. Although reaction times (RT’s) follow an ex-Gaussian distribution and sleep deprivation generally affects the worst performance, many researchers still use meant RT to describe performance on PVT data. In addition, few studies have used the PVT to study the recuperative effects of napping on PVT performance. As a result, the purpose of our project is to determine whether a 20-minute nap taken in the afternoon differentially affects the shape of the RT distribution following partial sleep restriction. Analysis of ex-Gaussian parameters revealed that napping improved mu, suggesting a distributional shift of RT. As a result, 20-min naps taken in the afternoon improve decrements in vigilant attention caused by partial sleep restriction.

By Bruke Yehayes

Date: April 13th, 2017
1. Introduction

Although we may justify staying up late, we also underestimate the negative effects of sleep deprivation. For example, a lack of sleep has been shown to affect emotions (Killgore et al., 2006), levels of stress (Leproult et al., 1997), cognitive and motor performance (Scott, McNaughton, & Polman, 2006), and safety (Torsvall & Akerstedt, 1987). As a result, interest in eliminating the negative effects of sleep deprivation has increased (Tachibana, Ayas, & White, 2005). Napping, a simple and natural remedy to sleep deprivation, has been found to improve vigilant attention (Purnell et al., 2002; Sallinen et al., 1998) as measured by a psychomotor vigilance test (PVT). Despite this, it can also significantly decrease cognitive performance immediately after waking (Tassi & Muzet, 2000), as well as decrease the succeeding night’s sleep (Dautovich, McCrae, & Rowe, 2008). Anecdotally, research suggests that short naps (< 30-min) and afternoon naps are preferable because they minimize a loss of nighttime sleep as well as the grogginess experienced when waking up (Hayashi, Motoyoshi, & Hori, 2005; Macchi et al., 2002; Buxton et al., 2000).

Therefore, this study will seek to demonstrate that there is a differential effect in PVT performance when partially sleep deprived between those who take a 20-minute nap in the afternoon compared to those who do not. Moreover, this may result in two sorts of effects: the nap might genuinely improve performance compared to a control condition (e.g., Mednick, Nakayama, & Stickgold, 2003), or it may simply counteract the negative effects of sleep deprivation (Mednick, et al., 2002; Sallinen et al., 1998) resulting in no change at all.
1.1 Sleep in Society

It has been found that the public perception of sleep’s necessity is quite an underestimation (Dement and Vaughn, 2000). The time devoted to studying sleep disorders in medical school curriculums averages only 2.11 hours (Rosen et al., 1998), with no indication of this is increasing (Colten & Altevogt, 2006). Moreover, society would rather cope with sleep deprivation than get a good night’s sleep (Mitler, et al., 1988), with as much as one in four respondents to a recent Gallup survey claiming that one couldn’t be successful at a career and get a good night’s sleep at the same time (National Sleep Foundation, 1995). Unfortunately, in its current state the American healthcare system is unable to meet the demands of sleep related health problems (Institute of Medicine, 2006). For example, over 20 million Americans are known to work shifts that require them to remain awake at night and sleep during the day, which can cause loss of sleep. Moreover, if loss of sleep occurs over long periods of time then this results in sleep debt which has been correlated with extensive negative health outcomes, such as diabetes and obesity, in addition to costing the healthcare system billions of dollars per year (Institute of Medicine, 2006).

Chronic partial sleep deprivation in young adults is quite common as studies have concluded that young adults with short Multi-Sleep Latency scores are more likely to suffer from chronic partial sleep deprivation rather than having normal trouble falling asleep (Carskadon & Dement, 1982). One National Sleep Foundation poll found that over half (58%) of teenage respondents slept less than 7 hours per night and almost a third have fallen asleep during school (NSF, 2014). Although parents who have rules enforcing bedtime behavior had children who slept on average 1.1 hours longer, enforcement is less likely to occur as children get older. As a result, teenagers without enforcement were twice as likely to fall asleep during school than
children with enforcement (NSF, 2014). In addition, parents also seem to underestimate their role as good models of sleep behavior. For example, parents who had electronic devices on in their bedrooms were also more likely to have teenagers who did as well, which was found to be significantly lower quality and quantity of sleep. This is a concern because over half (54%) of parents had at least two types of interactive electronics in their bedroom with 66% watching television or videos to help them fall asleep. Likewise, a National Sleep Foundation Poll in 2011 found that 1 in 10 Americans are likely to be woken by a cell phone a few times during the week and even more so for those under the age of 30. Overall, those who do use interactive devices within the hour of trying to fall asleep report significantly lower quality sleep (NSF, 2011). Regardless, it seems that this trend is getting worse as a National Sleep Foundation poll in 2005 found that 71% of adults are getting less than eight hours of sleep on weekdays compared to 68% of adults in 2002 (NSF, 2005). Likewise, it seems more are using caffeine to combat sleepiness as 74% of Americans in 2011 reported to consume at least one caffeinated beverage compared to 58% in 2008. Altogether, it was reported that at least 36% of the American population is suffering from sleep loss and this number is likely rising (Partinen, 1994; Bonnet & Arand, 1995). As a result, a practical and effective method for countering the harmful effects of sleep deprivation is needed that is alternative to caffeine, given the rising rates of sleep deprivation among young people.

1.2 Sleep and Accidents

Falling asleep at work is still a common occurrence and has caused some of the most severe anthropogenic disasters over the past century (Moss & Sills, 1981; Dinges et al., 1989). Dinges (1995) defined accidents as unintentional actions which are not random, uncontrollable
events. With this in mind, he found that up to 90% of serious accidents on the job occur due to human error across all industries. Although the percentage of which this is caused by fatigue is unknown, research shows that tiredness causes a real problem when operating transportation vehicles (Mitler et al. 1988).

The National Highway Traffic Safety Administration conservatively reports that sleepiness while driving is a causal factor in 83,000 crashes per year, resulting in 37,000 serious injuries and $1.5 billion in damages (Webb, 1995). Moreover, according to the National Sleep Foundation, this estimate is much higher in European countries, where sleepiness results in nearly 30% of car crashes. Despite preventing the effects of sleep related accidents with adequate sleep, the risk of accidents also depends on other factors, such as time spent driving and how challenging the drive is. For example, it was found that people are more likely to fall asleep while driving on long, boring, rural highways than in urban areas (National Sleep Foundation). Consequently, The National Transportation Safety Board found that 58% of truck driver crashes were caused by sleepiness, and that total time spent driving was a better predictor of accidents than driving experience when taking sleepiness into account (Lin et al., 1994). Moreover, one study found that of the 593 truck drivers surveyed, 47% had fallen asleep at the wheel at least once, with 25% having done so in the past year (McCartt et al., 2000). Additionally, truck drivers were more likely to work irregular shift hours, including night shifts, sleep less than 7 hours per night, and remain sedentary for long periods of time (Mitler et al., 1988; Marcus & Loughlin, 1996), with one study reporting that 62% of respondents drive on average 50 to 69 hours per week (Mitler et al., 1997). As mentioned previously by Harma et al. (1998), this results in increased amounts of insomnia, daytime sleepiness, and sleep deprivation, which may manifest while driving.
It follows that the more hours one works per week, the less time they would have for sleeping. As a result, physicians are also at significant risk of chronic partial sleep deprivation since it was found that residents in non-surgical rotations sleep on average 41.8 hours per week while surgical rotation residents sleep on average 38.3 hours per week (Fok et al., 2007) despite the recommended 56 hours of sleep per week (Carskadon & Dement, 2005). In addition, hospitals often encourage long working hours as restricting a physician’s hours can be extremely expensive, with one study finding a required 71% increase in the number of physicians and 174% increase in the number of residents just to maintain the same workload (Payette, Chatterjee, and Weeks, 2009). Furthermore, some have postulated that working long hours on little sleep is seen as a source of pride among doctors (McCue, 1985, Brent, 1981). Regardless, sleep deprivation among physicians can seriously affect a physician’s performance and patient’s safety (Lewittes & Marshall, 1989; Landrigan et al., 2004). For example, it has already been found that interns who worked 76 hours per week compared to an average of 65 hours per week made 36% more medical errors (Landrigan et al., 2004). Likewise, residents who are fatigued due to lack of sleep reported significantly more surgical errors than those who were not (Kahol, et al., 2008) yet it is not uncommon for first year residents to work frequent 24 hour shifts (Steinbrook, 2002). As a result, more attention should be given to strategies that alleviate the negative effects of sleep deprivation especially in settings where there is a high amount of risk associated with performance errors.
1.3 Sleep Physiology

A major milestone in sleep research has been the use of electroencephalography (EEG), a gross measure of electrical activity of the brain, and electrooculography (EOG), a measure of the electrical activity of the eye (Loomis et al., 1937). These diagnostic tools have enabled researchers to further develop an understanding of sleep (Aserinsky & Kleitman, 1953), as well as theories that can be correlated to other fields, such as neurology, physiology, endocrinology, and psychiatry (Shephard et al., 2005). As a result, there are a number of paradigms in sleep research which form its foundation.

One of the most fundamental advancements in sleep research was the staging of sleep, first introduced by Loomis et al. (1937). There are five stages of sleep divided into two parts: non-rapid eye movement (NREM) sleep, which consists of the first four stages, and rapid eye movement (REM) sleep, the fifth stage. Sleepers proceed consecutively through the four stages of NREM sleep, enter REM sleep, and then reverse back through the stages of NREM sleep to stage 1. This process occurs cyclically throughout the night, with each cycle lasting approximately 70-120 minutes. Additionally, it has been found that the average time spent in REM sleep and stage 2 NREM sleep increases with each cycle while the time spent in stage 3 and 4 decreases (Carskadon & Dement, 2005). The following stages of NREM sleep and REM sleep are described in further detail below:

*Stage 1*

The first stage of NREM sleep consists of alpha waves, similar to a relaxed awake state, and usually is less than 10 minutes. This period marks the transition of wakefulness to a drowsy
sleep state that is easily disrupted and the muscles are still active. The EEG pattern is a mixture of low voltage waves in a frequency range of 8 – 13 hertz.

**Stage 2**

Is defined by low-voltage theta waves (4-8 Hz) with the appearance of occasional high-voltage fluctuations known as k-complexes and sleep spindles. Likewise, this stage increases in length with each successive cycle, and the individual is more resistant to arousal than the first stage. Recently, new evidence has emerged that sleep spindle oscillations might be involved in long term cortical network reorganization when earning (Wilson, & McNaughton, 1994), however little is known about the function of k-complexes (Crowley et al., 2002).

**Stage 3 & Stage 4**

These two stages mark the end of NREM sleep, and are highlighted by a transition to delta waves (0.5-4Hz) in what is known as slow wave sleep (SWS). Stage three is an extremely short lasting period characterized by the appearance of 20% - 50% of delta waves, whereas stage four consists of more than 50% of delta waves. These stages are not as prevalent in the elderly as they are in others (Dijk et al., 2010), however a disruption causes a rebound of slow-wave sleep across all age groups, possibly because it is required for consolidation of declarative memory (Rauchs et al., 2005), and metabolic restoration in the brain (Benington & Heller, 1995).

In these stages the individual is the most resistant to arousal, while brain temperature, breathing rate, heart rate and blood pressure are at their lowest point during this stage. Events such as bedwetting, sleep walking, and night terrors also occur during this stage. Often, when
awakened the individual feels grogginess, also known as sleep inertia, which causes a decrease in performance and can last up to 30 minutes (Tassi & Muzet, 2000).

**REM Sleep**

Rapid eye movement sleep (REM) is characterized by low-voltage mixed-frequency brain waves consisting of theta waves, alpha waves, and sometimes beta waves, as well as rapid eye movements, rapid breathing, increased heart rate and blood pressure, and sometimes core body temperature. In light of this, REM sleep is referred to as paradoxical sleep as the EEG pattern, rapid eye movements, and physiological indicators reflect an awake state, however muscle activity is completely paralyzed and the person remains unresponsive to external stimuli. REM sleep deprivation studies have not clearly yielded the purpose of REM sleep as REM sleep deprivation has not caused any harm to healthy participants, although REM sleep rebound was observed (Vogel, 1975). Despite this, REM sleep is critical in childhood development as babies spend up to 50% of their sleep time in REM sleep which decreases to 60% by 6 months of age (National Sleep Foundation). In addition, REM sleep has shown in some studies to be necessary for memory consolidation (Rauchs et al., 2005), while others hypothesize that it serves to erase unwanted patterns of neural activity (Purves, et al., 2001).

Despite the ground-breaking work done on sleep stages, little was known on how the process of sleep and wakefulness was regulated until 1982 when Alexander Borbely discovered the two-processes model of sleep regulation (Borbely, 1982). This model postulates that sleep and wake states are regulated by two major processes: the sleep-wake homeostasis process (Process S) and circadian rhythms (Process C).
In order to describe Borbely’s (1982) model, wakefulness must first be described. Wakefulness is characterized by beta waves (12-30 Hz) and gamma waves (25-100 Hz) on an EEG that are low-voltage and desynchronized. In order for wakefulness to occur, the forebrain must be activated by excitatory neurons. This is done by the ascending arousal system (AAS) which consists of two neuronal pathways in the brain stem (Saper et al., 2005). Therefore, for sleepiness to occur the AAS must be inhibited, and this occurs as a build-up of sleep-inducing substances, particularly adenosine, have been shown to inhibit parts of the AAS (McCarley, 2007). Furthermore, extracellular adenosine levels, a marker of spent metabolic energy (Masino & Boison, 2013), has also been found to inhibit the AAS (McCarley, 2007). In addition, a sleep-promoting area has also been identified in the hypothalamic preoptic area (Saper et al., 2005) which inhibits the AAS and can be inhibited by it in turn. As a result, these sleep-homeostatic factors function as a timer where the propensity to sleep is greater the longer the time spent awake.

The second part of the two process-model of sleep regulation are circadian rhythms. These refer to biological processes that cycle around a 24-hour clock in response to external cues, such as daylight and darkness (Goichot et al., 1998). All animals and plants have an internal circadian clock, however in humans it is found in the superchiasmatic nucleus of the hypothalamus (Dunlap, et al., 2004). In addition, input from nerve cells that detect brightness in the retina are transmitted to the superchiasmatic nucleus which resets the molecular clock genes. These clock genes express two proteins which enter the nucleus and activate transcription of an additional gene which exits the nucleus and suppresses the expression of the clock genes. The superchiasmatic nucleus then signals the rest of the body to bring it into synchrony with this cycle which circulates every 24 hours approximately (Jin et al., 1999). Likewise, the
superchiasmatic nucleus controls the secretion of the hormone melatonin in response to darkness in order to maintain this cycle and the activity of other hormones (Dunlap et al., 2004). Consequently, circadian rhythms rise and fall cyclically every 24 hours as a function of its molecular clock and external cues. Moreover, there is a dip in circadian rhythm which varies between individuals but predominately occurs between 1:00pm-4:00pm (Monk, et al., 1996) resulting in a natural inclination to sleep during this time (Broughton, 1998).

1.4 Sleep deprivation studies

The negative outcomes of sleep deprivation on cognition are widely documented and include the following (Durmer & Dinges, 2005; Harrison & Horne, 2000; Olsen, Pallesen, & Eid, 2010):

- Delayed reaction times (RT)
- Decline in short-term memory and increased variability in psychomotor performance
- Impaired moral judgment
- Decline in decision making
- Decline of vigilant attention
- Learning difficulties
- Uncontrollable Microsleeps

Interestingly, even high amounts of sleep deprivation does not inhibit the ability to carry out tasks, rather it prevents performance at a consistent level over time because it disrupts vigilant attention, which is ability to sustain attention (Lim & Dinges, 2008; Goel et al., 2009). Thus, research aimed at alleviating the effects of sleep deprivation on performance has resulted
in a new theorem known as the state-instability hypothesis (Goel et al., 2009). This builds on the
two-state process of sleep which dictates that the variability observed in performance is a result
of an increased drive for sleep that disrupts vigilant attention resulting in an unstable state
(Doran, Van Dogen, & Dinges, 2001; Lim & Dinges, 2008; Durmer & Dinges, 2005). Namely,
the circadian rhythms and sleep-homeostatic factors are competing with each other which results
in an unstable state of attention that becomes more variable as the time spent awake increases
because the sleep-homeostatic drive also increases (Graw et al., 2004). Although the mechanism
that disrupts vigilant attention is unclear, some have suggested that the effects are caused by
microsleeps (Dorrian et al., 2005), which are short, momentary periods of sleep when the
individual unknowingly becomes unconscious and unresponsive to stimuli (Horne et al., 2003).
Indeed, EEG recordings show that waking alpha waves suddenly shift to theta waves during
microsleeps corresponding to stage 2 of NREM sleep (Priest et al., 2001). Moreover, microsleeps
increase in frequency and duration of as the time spent sleep deprived increases resulting in
increased variability of cognitive performance (Lim & Dinges, 2008).

Studies of the effects of sleep deprivation on vigilant attention make use of the
psychomotor vigilance test (PVT), the most common test used to measure vigilant attention and
alertness (Dinges & Powell, 1985). It is similar to a simple response time test where a participant
a key in response to a visual stimulus that appears randomly on a computer screen; however, it
differs in that there is a randomized inter stimulus interval, typically 2-10 seconds, with the
whole test taking 10 minutes. For this reason, the test can capture the effects of sleep deprivation
because performance typically decreases over time for monotonous tasks when sleep deprived.
This performance decrement is indicative of failing vigilant attention (Lim & Dinges, 2008). In
addition, the PVT test has been found to be highly reliable when dealing with chronic partial
sleep deprivation, and acute total sleep deprivation (Basner & Dinges, 2011); although, it is unclear whether this holds for acute partial sleep deprivation. Overall, studies using PVT have consistently shown that sleep deprivation leads to a general slowing of all but the fastest RT’s, with the slowest becoming increasingly variable, in addition to an increased number of lapses (Lim & Dinges, 2008; Doran et al., 2001).

PVT tests are flexible as there are different metrics which capture different aspects of sleep deprivation. For example, the mean response time, number of lapses and errors of commission, fastest 10% response time, median response time, mean reciprocal response time, and slowest 10% response time, are all valid, however they differ in sensitivity depending on the type of sleep deprivation (Basner & Dinges, 2011). Nevertheless, many researchers transform RT data and use mean RT for analysis (Marmolejo-Ramos et al., 2014), despite RT’s not following a normal distribution as they are positively skewed (Hohle, 1965; Ratcliff & Murdock, 1976). As a result, analysis of reaction times often involves trimming extreme outliers (Marmolejo-Ramos & Matsunaga, 2009) despite this resulting in relevant information being excluded. Moreover, there is no standard method of trimming the data, and researchers do not agree on the criteria to do so (Heathcote, Popiel, & Mewhort, 1991). As a result, many have suggested that an ex-Gaussian distribution best describes PVT outcomes and should be used (Heathcote, Popiel, & Mewhort, 1991; Parris, Dienes, & Hodgson, 2013).

An ex-Gaussian distribution is a convolution of a Gaussian distribution and an exponential distribution, and is described by three parameters: mu, sigma, and tau (Figure 1). Mu and sigma, refer to the mean and standard deviation of the Gaussian portion respectively. Tau reflects the mean and standard deviation of the exponential portion (Heathcote, Popiel, & Mewhort, 1991). Although it has been argued that ex-Gaussian components mirror cognitive
processes (Hohle, 1965) others have demonstrated this is inconclusive (Matzke & Wagenmakers, 2009; Heathcote, Popiel, & Mewhort, 1991). Regardless, an ex-Gaussian distribution remains an effective method for describing RTs because most RT distributions have a positive skew (Luce, 1986). For example, Heathcote, Popiel, & Mewhort (1991) used an ex-Gaussian analysis to assess RT distributions in a Stroop task. The Stroop effect refers to performance disadvantage when naming the color of the font of a word that is incongruent with the word (e.g., the word “RED” written in blue font). Heathcote, Popiel & Mewhort, (1991) found that mu was faster for the congruent trial, relative to the neutral baseline (e.g., “XXX”), while tau was slower for both congruent and incongruent trials compared to the baseline. This work demonstrated the three parameters of an ex-Gaussian analysis offer a greater degree of sensitivity for analyzing RT data than a single parameter (i.e., the mean).

\[
\begin{align*}
\bar{x}_N &= \bar{x}_C \\
\tau_N &= \tau_C \\
\mu_N &< \mu_C
\end{align*}
\]

\[
\begin{align*}
\bar{x}_N &< \bar{x}_C \\
\tau_N &= \tau_C \\
\mu_N &< \mu_C
\end{align*}
\]

**Figure 1.** Graphs of ex-Gaussian parameters mu, sigma and tau, and effect of experimental manipulations on distribution. N=nap group. C=control group. Taken from Rehman, Ivanoff, and Liu (in preparation).
1.5 Napping

Many studies also seek to identify countermeasures for the negative effects of sleep deprivation, and napping has consistently shown to be an effective method (Brooks & Lacks, 2006). However, it has also been found that longer naps have immediate drawbacks. Upon waking from a long nap (>2 hours) there is a period of grogginess, known as sleep inertia, which negatively affects performance and can last up to 30 minutes (Tassi & Muzet, 2000). As a result, power naps (20 min) have been found to counter sleep inertia better compared with longer naps (Hayashi, Motoyoshi, & Hori, 2005; Takahashi & Arito, 1998; Tietzel & Lack, 2002).

In addition to the length of the nap, research also shows that the timing of the nap is important. The evening and morning have been called a “no-nap zone” by researchers as naps at this time tend to decrease nighttime sleep (Pigeon, Sateia, & Ferguson, 2003; Shen, Barbra, & Shapiro, 2006; Lavie, 1985; Strogatz, 1986). It has been found that exposure to darkness and sleep during these times has led to a phase shift of circadian rhythms that possibly disrupt nighttime sleep (Goichot et al., 1998; Van Cauter et al., 1998), however, this finding did not hold for naps taken in the afternoon (Buxton et al., 2000). The afternoon is an ideal “nap zone” as there is natural dip of circadian rhythms during this period which causes a decrease in cognitive functioning, mood, and other physiological processes (Giannotti et al., 2002). In fact, many cultures already do take naps in the afternoon (Dinges & Broughton, 1989) because it’s the period during the day which is most likely to cause increased levels of sleepiness (Broughton, 1998). Although, the mechanisms as to why afternoon naps lead to better sleep efficiency and shorter sleep latency (Lavie & Weler, 1989) is unknown, it is evident that the timing of naps has important implications for nighttime sleep.
Milner and Cote (2009) identified several key napping studies that show the benefits of napping outlined in Table 1, however none of them have used an ex-Gaussian distribution to describe or analyze the results. Furthermore, none of them have sought to determine the effects of power naps taken in the afternoon. As a result, the objective of this study is to determine whether the 20-min power nap taken in the afternoon improves RT from a PVT when partially sleep deprived.

Table 1. Summary of studies looking at effects of nap length on different measures for sleep deprived and non-sleep deprived subjects.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smith et al., (2007)</td>
<td>9 participants in a within-subject design comparing 30-min &amp; no-nap conditions during shift work</td>
<td>Naps significantly improved PVT response times &amp; subjective sleepiness</td>
</tr>
<tr>
<td>Purnell et al., (2002)</td>
<td>24 participants in a within-subject design comparing 20 min nap &amp; no nap conditions during shift work</td>
<td>Naps improved reaction time &amp; vigilance but not subjective sleepiness</td>
</tr>
<tr>
<td>Takahashi &amp; Arito (2000)</td>
<td>12 participants in within-subjects design comparing 15 min &amp; no nap conditions on 4h sleep</td>
<td>Naps improved accuracy on a task measured by P300 event-related potential</td>
</tr>
<tr>
<td>Sallinen et al., (1998)</td>
<td>14 participants in within subject’s design comparing 30 &amp; 50 min naps to no nap during night shift</td>
<td>Naps reduced lapses on reaction time test</td>
</tr>
</tbody>
</table>

1.6 Current Study

The purpose of the current study is to determine whether a short 20-min nap affects the RT distribution of the PVT. Utilizing a power nap reflects research which anecdotally suggests this is effective for countering sleep inertia while the time of the nap taken in the afternoon reflects research which suggests this is beneficial for minimizing nighttime sleep disruption.
2. Methodology

Participants

Twelve healthy men and women between the ages of 18 and 35 with normal sleeping patterns were recruited from Saint Mary’s University campus, and randomly assigned to either the nap or no-nap condition without their knowledge. Seven participants were in the no-nap condition and five in the nap condition. Participants had normal vision or corrected to normal vision by contact lenses, and were free of permanent metal, as established by an interview. All participants gave informed consent and REB approval was obtained prior to conducting the study. Participants were also compensated with a stipend of $125.

Design

Night 1

Participants arrived at the Chronobiology Lab located in the Abbie Lane Building of Nova Scotia Health Authority around 11:00 pm. After a brief introduction to the bedroom and amenities they were instructed to sleep and the lights were shut off between 11:15 pm and 12:00 pm. The lights were then turned back on at 7 am the following morning so that each participant had eight hours of sleep time in darkness. Upon awakening they were allowed to leave the lab for the remainder of the day.

Night 2

The participants arrived at the Chronobiology Lab at 11:00 pm and upon arrival, completed the first PVT (PVT1) at 11:10 pm. The participants then returned to their rooms and were told not to sleep until 4:00 am and their lights were kept on during this time. Participants could access Wi-
Fi, movies, board games, or converse with the research assistant to stay awake. At 4:00am the lights were shut off and participants had 3 hours of sleep time until 7:00 am when the lights were switched on. There was one instance when a PVT was mistakenly administered at 3:30am to a participant however this test result was not included in the analysis. After waking they were instructed and monitored to remain awake for the remainder of the day. Breakfast was provided at 8:00am in the cafeteria. At 10:00am the participants completed their second PVT (PVT2). Lunch was then provided at 12:00pm. Participants in the nap condition were notified at 2:30pm they were in the nap condition and were allowed a 20-minute nap in their rooms at 2:40pm with the lights shut off. If they were not in the nap condition, they remained awake during this time. The participants then completed their third PVT (PVT3) at 3:30 pm, marking the completion of their participation. They were provided taxi slips in order to get home safely. A summary of the design is shown in Figure 2.

**Figure 2.** Experimental design of study. PVT (1-3) refer to first, second and third PVT sessions respectively.

*PVT*
The psychomotor vigilant test used was computer-based and created using a custom-made script on MATLAB using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997). The PVT took approximately 10-minutes to complete. Counter stimuli were presented with a random inter-stimulus interval of 2-10 seconds. Participants began the test by pressing “G”, and were instructed to press “B” as soon as possible whenever the red rectangle which appeared on the screen turned yellow. RT’s that occurred before the counter target were considered false starts, and RT’s slower than 500ms were considered lapses. After 30 seconds of inactivity, the target timed out and the volunteer was presented with feedback (i.e., the message “OVERUN” was displayed). The outcome metrics obtained were mean response time (meanRT), inverse mean response time (invRT), lapses, and the ex-Gaussian parameters mu, sigma, and tau.

Statistical Analyses

A Kolmogorov-Smirnov test was conducted to determine whether the ex-Gaussian parameters were significantly different from an ex-Gaussian distribution based on 10,000 samples of random numbers using the parameters from the fit. A Wilcoxon (independent) rank-sum test was performed between the outcome measures from the nap and no-nap conditions for at PVT2 and PVT3. A Wilcoxon (dependent) signed-rank test was done between PVT2 and PVT3 within nap and no-nap conditions. Using JASP (v0.8.1), a calculation of Cohen’s d was done for the outcome metrics in each of the tests conducted. Additionally, using G*Power (Faul, Erdfelder, Buchner, & Lang, 2007), a power analysis for determining the sample size required to find a significant effect for the outcome metrics was performed for each outcome measure.
3. Results

The raw RT’s for each session and participant were used to calculate the ex-Gaussian parameters using the `egfit` function in Matlab (Mathworks, Natick, MA) provided by Lacouture and Cousineau (2008). These functions use the `fminsearch` implementation of the simplex search method to find an optimized fit of the ex-Gaussian to the data. Before the data was fit, RT’s were trimmed by specifying a RT’s longer than 1.5s as lapses. The fits were assessed by using a Kolmogorov-Smirnov test of the actual data distribution and a randomly generated distribution (from 10,000 samples) using the parameters from the best fit. The Bonferroni corrected p-value for the K-S test was 0.0014. Based on this, the results of the K-S test (Table 2) showed that all ex-Gaussian parameters provided a reasonable fit to the empirical data.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Nap Condition</th>
<th>Session 1</th>
<th>Session 2</th>
<th>Session 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No</td>
<td>0.0753</td>
<td>0.0423</td>
<td>0.9185</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>0.1739</td>
<td>0.4340</td>
<td>0.1988</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>0.1876</td>
<td>0.3467</td>
<td>0.4322</td>
</tr>
<tr>
<td>4</td>
<td>Nap</td>
<td>0.0576</td>
<td>0.0453</td>
<td>0.0408</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>0.2312</td>
<td>0.0967</td>
<td>0.0462</td>
</tr>
<tr>
<td>6</td>
<td>Nap</td>
<td>0.0691</td>
<td>0.5560</td>
<td>0.15456</td>
</tr>
<tr>
<td>7</td>
<td>Nap</td>
<td>0.1496</td>
<td>0.5011</td>
<td>0.4838</td>
</tr>
<tr>
<td>8</td>
<td>Nap</td>
<td>0.0461</td>
<td>0.7152</td>
<td>0.6331</td>
</tr>
<tr>
<td>9</td>
<td>No</td>
<td>0.3445</td>
<td>0.4627</td>
<td>0.6478</td>
</tr>
<tr>
<td>10</td>
<td>No</td>
<td>0.6432</td>
<td>0.7588</td>
<td>0.8066</td>
</tr>
<tr>
<td>11</td>
<td>Nap</td>
<td>0.9201</td>
<td>0.7822</td>
<td>0.2998</td>
</tr>
<tr>
<td>12</td>
<td>No</td>
<td>0.3118</td>
<td>0.2146</td>
<td>0.3071</td>
</tr>
</tbody>
</table>

Results of the Wilcoxon test between nap conditions for PVT2 (Table 3) showed that none of the outcomes significantly differed between conditions. However, at PVT3 the ex-Gaussian parameter mu and invRT were significantly different between nap conditions (Table 3).
4). There was no significant difference between any of the PVT outcome measures at PVT2 and PVT3 for the nap group (Table 5) or no-nap group (Table 6).

**Table 3.** Results of the Wilcoxon test between nap condition and no-nap condition for outcome metrics tested at PVT2.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>0.2020</td>
</tr>
<tr>
<td>sigma</td>
<td>0.4318</td>
</tr>
<tr>
<td>tau</td>
<td>0.5303</td>
</tr>
<tr>
<td>lapses</td>
<td>0.2475</td>
</tr>
<tr>
<td>meanRT</td>
<td>0.2677</td>
</tr>
<tr>
<td>invRT</td>
<td>0.2020</td>
</tr>
</tbody>
</table>

**Table 4.** Results of the Wilcoxon test between nap condition and no-nap condition for outcome metrics tested at PVT3.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>p-value</th>
<th>Cohen’s d</th>
<th>Predicted (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>0.0480</td>
<td>-1.218</td>
<td>11</td>
</tr>
<tr>
<td>sigma</td>
<td>0.4318</td>
<td>-0.657</td>
<td>33</td>
</tr>
<tr>
<td>tau</td>
<td>0.2020</td>
<td>-0.836</td>
<td>21</td>
</tr>
<tr>
<td>lapses</td>
<td>0.0657</td>
<td>-1.285</td>
<td>11</td>
</tr>
<tr>
<td>meanRT</td>
<td>0.0732</td>
<td>-1.016</td>
<td>15</td>
</tr>
<tr>
<td>invRT</td>
<td>0.0480</td>
<td>0.966</td>
<td>16</td>
</tr>
</tbody>
</table>

**Note:** Positive Cohen’s d reflects a decreasing outcome with increasing effect size. Negative Cohen’s d reflects an increasing outcome with increasing effect size.

**Table 5.** Results of the Wilcoxon test between PVT2 and PVT3 for outcome metrics tested in the nap condition.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>p-value</th>
<th>Cohen’s d</th>
<th>Predicted (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>0.0625</td>
<td>1.687</td>
<td>7</td>
</tr>
<tr>
<td>sigma</td>
<td>0.6250</td>
<td>0.190</td>
<td>362</td>
</tr>
<tr>
<td>tau</td>
<td>0.8125</td>
<td>-0.016</td>
<td>50763</td>
</tr>
<tr>
<td>lapses</td>
<td>1</td>
<td>0.135</td>
<td>715</td>
</tr>
<tr>
<td>meanRT</td>
<td>0.1250</td>
<td>1.125</td>
<td>13</td>
</tr>
<tr>
<td>invRT</td>
<td>0.1250</td>
<td>-1.401</td>
<td>9</td>
</tr>
</tbody>
</table>

**Note:** Positive Cohen’s d reflects a decreasing outcome with increasing effect size. Negative Cohen’s d reflects an increasing outcome with increasing effect size.
Table 6. Results of the Wilcoxon test between PVT2 and PVT3 for outcome metrics tested in the no-nap condition.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>p-value</th>
<th>Cohen’s d</th>
<th>Predicted (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>0.1562</td>
<td>0.620</td>
<td>36</td>
</tr>
<tr>
<td>sigma</td>
<td>0.6875</td>
<td>0.321</td>
<td>129</td>
</tr>
<tr>
<td>tau</td>
<td>0.2188</td>
<td>-0.775</td>
<td>24</td>
</tr>
<tr>
<td>lapses</td>
<td>0.1250</td>
<td>-0.815</td>
<td>22</td>
</tr>
<tr>
<td>meanRT</td>
<td>1</td>
<td>0.069</td>
<td>2732</td>
</tr>
<tr>
<td>invRT</td>
<td>0.6875</td>
<td>-0.168</td>
<td>463</td>
</tr>
</tbody>
</table>

*Note:* Positive Cohen’s d reflects a decreasing outcome with increasing effect size. Negative Cohen’s d reflects an increasing outcome with increasing effect size.

4. General Discussion

As predicted, all participants RT’s from each PVT session followed an ex-Gaussian distribution. Although this result agrees with previous findings (Parris, Dienes, & Hodgson, 2013; Balota & Yap, 2011) it has been found that in 2010, among 285 articles which used RT measures for sleep deprivation 95% mainly utilized mean RT (Balota & Yap, 2011). This presents a problem because the data is not normally distributed thus trimming the data for extreme outliers and using the mean to describe the distribution is dangerous as it doesn’t provide an accurate picture of the results (Heathcote, Popiel, & Mewhort, 1991).

At Session 2 it was found that there was no significant difference for any of the PVT outcome metrics between nap conditions. This result supports the value of Session 2 as a baseline and it was expected given that all the participants had undergone the same procedure at this time. At Session 3, the outcomes mu and inverse of the mean RT were better for the nap group than the no-nap group. There was no effect of group on the other metrics. However, it seems that those outcomes non-significantly affected by the nap were under-powered. Indeed, a
power analysis (G*Power; Faul et al., 2009) suggested that increasing the sample by just nine participants would likely have led to a significant advantage for the nap group with the tau, lapses, and meanRT outcomes 95% of the time. This result suggests that napping improves a wide variety of outcomes, however, it seems it is more likely to improve overall performance (mu) rather than the counteract the negative effects of sleep deprivation. This is important because we can conclude napping may lead to harm reduction. For example, it’s been noted that the majority of trucking accidents in Washington that involved transporting hazardous materials was a result of inattention (Richards, 1986) likely due to sleep debt (Mitler et al., 1988). Moreover, trucking in general makes vigilant attention more susceptible to the effects of sleep deprivation because of its long repetitive nature (McCartt et al., 2000). As a result, harm associated with sleep deprivation can be reduced by taking 20-min naps in the afternoon which might improve the top-down neurobiological mechanisms involved in sustaining attention (Goel et al., 2009).

The conclusion that napping actually improves wakefulness mechanisms is also supported by the results from the test between PVT2 and PVT3 for the nap condition and no-nap condition. It was found that there was no significant difference for any of the outcome metrics, however, high effect sizes for mu, meanRT and invRT, and results from the power analyses suggest that these outcomes were likely underpowered. In addition, the effect size for mu, meanRT, and invRT decreased, while it increased for tau, and lapses from PVT2 to PVT3 for the no-nap condition. Furthermore, the power analyses showed that the sample size leading to a significant advantage actually increased for mu, meanRT, and invRT compared to the nap condition, but for tau and lapses it decreased compared to the nap condition. According to the state-instability hypothesis, variability increases as time spent sleep-deprived increases, due to
the increased frequency and duration of lapses of vigilant attention, hypothesized to be caused microsleeps (Doran, Van Dogen, & Dinges, 2001). Tau captures the increased variability well since lapses of vigilant attention would increase the slowest RT (Doran, Van Dogen, & Dinges, 2001; Lim & Dinges, 2008), however, it is unclear whether naps would improve the variability thereby shortening tau. This study provides weak evidence for the state-instability hypothesis as the results suggest that sleep deprivation increases variability of RT over time, as seen in tau. However, our results also showed that napping has an effect on the ex-Gaussian component mu, resulting in a universal improvement of RT in addition to the slow RT. That napping improved mu but not tau, points to a role of vigilant attention. Had napping improved state-instability, we would have expected to see a selective effect on tau, and not mu. Our findings are consistent with studies demonstrating that naps improve levels of wakefulness (Macchi et al., 2002; Song et al., 2002).

Our finding of an effect of napping on mu also supports the idea that short naps may reduce the harm associated with sleep deprivation. The greater need for motivated behavior to counteract the increased variability of cognitive performance has been shown to lead to errors of commission (Goel et al., 2009). We did not observe any effect of napping on false starts, suggesting our finding is not due to motivational changes.

In conclusion, we observed that napping has a selective effect on PVT performance: it improved the ex-Gaussian parameter mu, but did not strongly affect tau, sigma, lapses or false starts. The pattern of results suggests that a short nap, following a night of restricted sleep, improved vigilant attention. One major limitation to this study was the sample size, and thus this issue should be addressed in future research. Future research could also look at mapping cognitive mechanisms onto ex-Gaussian parameters in order to better understand why mu and
tau is differentially affected. Although some have said that research does not suggest any underlying cognitive mechanisms (Matzke & Wagenmakers, 2009), they did not consider models using RT’s from a PVT. In addition, it may be informative to test further from the time the nap is taken, in an attempt to determine how long the improvements from a nap last. We currently do not know whether performance improvements from a nap are long-lasting. In addition, more research is needed to determine whether microsleeps are the cause of the increased variability of RT seen in sleep deprivation studies (Williams & Lubin, 1959; Torsvall & Akerstedt, 1987). Overall, 20-min naps in the afternoon improved overall vigilant attention following sleep restriction which is beneficial because there is a reduction of the harm associated with sleep deprivation.
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